Evidential multi-class classification from binary classifiers: application to waste sorting quality control from hyperspectral data
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ABSTRACT

Our application deals with waste sorting using an automatic system involving a hyperspectral camera. This latter provides the data for classification of the different kinds of waste allowing the evaluation of mechanical pre-sorting and its refinement. Hyperspectral data are processed using Support Vector Machine (SVM) binary classifiers that we propose to combine in the belief function theory (BFT) framework to take into account not only the performance of each binary classifier, but also its imprecision related for instance to the number of samples during the learning step. Having underlined the interest of BFT framework to deal with sparse classifiers, we study the performance of different combinations of classifiers.
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1. INTRODUCTION

Hyperspectral imaging is a powerful source of information that has gained popularity over the last decade. For each pixel of a scene, hyperspectral sensors collect an almost continuous spectrum of reflectance values in a chosen waveband. This detailed information allows detecting even minor variations within and between spectra which may be most helpful for classification. This type of imaging is used in numerous fields or domains: from military applications to atmosphere analysis, ecosystems monitoring and industrial applications. Among these latter, the waste sorting field has an increasing need for new automated systems. They are required to improve both the quality of recycled materials and the working conditions, in particular in the quality control step that is traditionally carried out by manual operators. Clearly, such an application can benefit from hyperspectral sensors since they are contact-free, and the data acquired in the near infra-red range may allow the distinction of materials that are close in terms of spectral response, such as different kinds of polymers or fibrous materials. However, if hyperspectral sensors are very informative, they also have an obvious drawback related to the significant amount of data they generate. This is all the more a drawback that in an industrial context, processing time is a strong constraint and the time and memory resources are a significant issue.

Support Vector Machines (SVMs) introduced by Vapnik and Cortes$^{1,2}$ are commonly used for hyperspectral classification$^{3,4,5}$ due to their high classification accuracy and the relative simplicity of their architecture design. These classifiers are well adapted for binary classification. Then, faced to a multi-class problem, classically, one splits it in several binary problems whose outputs should be combined. However, the way to choose (to define) and then to combine these simple classifiers is still an open question. Specifically, in terms of decomposition of the multi-class problem the classic “one-versus-one” (OVO) and “one-versus-all” (OVA) strategies consist respectively in training either a classifier to discriminate between each pair of classes or in training a classifier for each class against all the others. A third approach$^6$ consists in the use of error-correcting codes (ECOC). In the following we will omit the word “multiclass classification” when referring to OVO, OVA and ECOC multiclass classification. Considering $n$ classifiers and $c$ classes, ECOC approach involves building a matrix $M$ of size $c \times n$ and values in $\{-1,1\}$ such that the $j^{th}$ column of $M$ represents the two subsets of classes considered in the $j^{th}$ binary classifier. Then, each line corresponds to a different code-word that represents a given class (among the $c$ classes) in terms of expected answers of the binary classifiers. A unified framework has been proposed$^7$ for these three methods using a ternary coding matrix (values in $\{-1,0,1\}$) so that the two subsets of classes handled by a binary classifier do not have to form a partition of the whole class set. The OVO can then also be represented by a coding matrix. The simplest way to combine the classifiers decision is either a vote system or a decoding based on the Hamming distance$^8$, such that each classifier “casts a vote” for its winning class(es). However, such decision rules do not take into account the confidence level of each classifier in its own decision. Then, more elaborate methods have been proposed$^1$ to combine classifiers also considering the confidences associated with binary
decisions, e.g. via loss functions. For these methods to be relevant, the classifiers should be calibrated in order to provide comparable outputs. The SVMs are widely used in a probabilistic framework (e.g. through logistic regression). However, if they model successfully the uncertainty of decisions, probabilities miss modeling the imprecision due to the training and calibration steps of the classifiers.

To handle both uncertainty and imprecision, the evidential framework has been initially proposed by A. Dempster and G. Shafer, while Ph. Smets proposed his interpretation in terms of belief transfer. The belief functions are a useful and intuitive tool to model simple classifiers that will be combined into a multi-class classifier. Previous works proposed a robust calibration of binary SVMs to derive belief functions from scores taking into account the number of samples of each score value during the calibration step. Xu’s approach was applied to classification of waste categories. The multiclass problem was mainly handled using OVA that was shown to fit the industrial constraints in terms of computation load and compared to OVO strategy results. In this study, we investigate more sophisticated binary classifier strategies, e.g. data driven strategies, random selection, and expert knowledge-based strategies. If these approaches have been evaluated in the framework of classic loss-functions, they have never been tested in the framework of belief function theory (BFT). In this study, we show that BFT allows the combination of imprecise and non-independent classifiers. BFT also offers a new measure to evaluate the results based on the belief function itself. Finally, using belief functions, we also combine classifier outputs provided by different input data (derivation orders of the hyperspectral spectrum in our case).

In Section 2, we specify the constraints and the different strategies that will be compared in this study. We also recall some of the basics of the BFT and we explain briefly the evidential calibration we use and the way we derive the basic belief assignments (bbas) in the common multi-class frame of discernment. Section 3 presents the industrial context of our waste sorting application and main experimental results using hyperspectral data. Finally, Section 4 gives some conclusions and perspectives.

2. USE OF THE EVIDENTIAL FRAMEWORK FOR COMBINATION OF BINARY CLASSIFIERS

The use of the evidential framework to combine binary classifiers handling different subsets of classes against another is motivated by the ability of belief function theory to model partial ignorance or imprecision.

In the previous section, we recalled that Allwein et al. have introduced a ternary code matrix to handle any binary classifier, said “sparse”, that does not consider a partition of the whole set of classes. (This rises the question of the classifier interpretation or even relevance. Specifically, for a classifier not involving a given hypothesis in the considered subsets of classes, Allwein et al. propose to entirely ignore its output when computing the loss function (on which multi-class decision is performed). For instance, this means that, considering a 4-class problem (classes in \( \Omega = \{ \omega_1, \omega_2, \omega_3, \omega_4 \} \)), the outputs of the classifiers “\( \omega_2 \) versus \( \omega_1 \)”, “\( \omega_2 \) versus \( \omega_3 \)“ and “\( \omega_3 \) versus \( \omega_4 \)” would not be involved in computation of the loss associated to \( \omega_1 \) hypothesis. More generally, using the OVO strategy in a \( c \)-class problem, \( c(c-1)/2 \) classifiers are run but, for a given class \( i \), only \( (c-1) \) classifiers are used in the multi-class decision. Such a strategy is based on the assumption that only \( (c-1) \) classifiers are really reliable in the sense that they were trained on actual samples from the class \( i \). In this study we affirm that the outputs of such classifiers could also be used to quantify the confidence in an imprecise decision. Following the 4-class example, the classifier “\( \omega_2 \) versus \( \omega_3 \)” actually provides binary decision on “\( \Omega \{ \omega_1 \} \) versus \( \Omega \{ \omega_2 \} \)” where \( \Omega \{ \omega_i \} \) is the whole set of classes but \( \omega_i \). However, to model such information in an unbiased way, one should use a framework handling imprecise hypotheses such as the Belief Function Theory (BFT). In the second part of this section, we will explain how BFT allows us to handle partial knowledge/ partial ignorance but let us first specify the kind of partial knowledge/ partial ignorance ECOC strategies introduce.

2.1 ECOC strategies

Let \( \Omega \) denote the class set and \( A \) and \( B \) two distinct subsets of \( \Omega \): \( \emptyset \subset A \subset \Omega, \emptyset \subset B \subset \Omega, A \cap B = \emptyset \) (note that \( A \) and \( B \) do not have to form a partition of \( \Omega \) so that possibly \( A \cup B \subset \Omega \)). In the following \( A \) and \( B \) are also called superclasses. The base classifiers are binary \( A \) versus \( B \) classifiers that are binary SVMs in this study. Denoting \( |X| \) the cardinality of a superclass \( X \), when \( |A|=|B|=1 \), the base classifiers correspond to the OVO case; when \( |A|=1 \) and \( |B|=c-1 \), they correspond to the OVA case, that is a special case of \( |A|=k \) and \( |B|=c-k \), \( k \in \{1, \ldots, c/2 \} \) called KVR (“\( k \) versus rest”). Many works have been done on the optimal choice of these base classifiers. As said in the Introduction, these works usually involve the construction of an ECOC matrix, noted \( M \) with dimensions \( c \times n \) with \( c \) the number of classes (\( c = |\Omega| \)) and \( n \) the number...
of binary classifiers and values in \{-1,0,1\}. Constraints and criteria may be formulated on \(M\) rows to increase the separability of the classes. For instance, Allwein et al. measure the minimum distance, noted \(\rho\), between two rows of \(M\):
\[
\rho = \min_{(i,j) \in \{1,\ldots,k\}^2} \rho_{ij} \text{ with } \rho_{ij} = \sum_{l=1}^{\min(M)} \frac{1 - m_{il} m_{lj}}{2} \text{ and } m_{ij} \text{ the term } (i,j) \text{ of } M.
\]

Measure \(\rho\) is a very simple measure to evaluate the complementarity of the simple classifiers. Then, a simple way to choose \(M\) is to generate random codes and keep the matrix \(M\) with the highest \(\rho\) value (or the first \(M\) with a \(\rho\) value greater than a given threshold). The parameters of such a pseudo-random \(M\) construction are: the kind of simple classifiers, namely only KVR corresponding to dense codes (i.e. the matrix contains only \{-1,1\} values) or any simple classifiers corresponding to sparse codes (i.e. value 0 is allowed in \(M\)), the minimum \(\rho\) value and the number of classifiers \(n\). As said, such a construction of \(M\) is only based on the theoretical complementarity of the simple classifiers.

Then, other approaches have been proposed to consider more problem-specific information. They are either based on the observed performance of the base classifiers or on the observed separability of the classes given the data.

The performance-driven approach is based on the performance of individual simple classifiers. For instance, Bai et al. investigate each of the possible partitions of the class set by choosing the optimized input data for each of the corresponding binary classifiers (called “dichotomizers”) and evaluating their performances in terms of correct classification rate (CCR). Then, the performance of each classifier is taken into account to define the coding matrix: The selection avoids selecting some dichotomizers that perform badly even if they provide a good separability of the codewords (e.g. in terms of \(\rho_{ij}\)). However, such approach requires to train and evaluate each possible dichotomizer that is tedious when the number of classes grows (for a nine-class problem, 9330 classifiers have to be evaluated). Moreover, the performance of individual classifiers does not allow to predict the performance of their combination since in such a case the independence of the errors is a key point for fusion success.

The data-driven approach consists in building the ECOC using information derived from the data themselves, for example confusion matrices. This is a research hotspot of ECOC applications. Zhou et al. proposed a method derived from an idea already hinted. In Zhou’s approach, called the CMSECO (Confusion Matrix Superclass ECOC), superclasses are formed so that two superclasses are easily separated. Then, the class-elements within each superclass are more difficult to separate and need more redundancy to be distinguished. The superclasses are built by analyzing the confusion matrix obtained by an \textit{a priori} multi-class classifier (discussed just afterwards). Then, the OVA (or KVR) is used to separate the superclasses from one another and the OVO is used to classify within each superclass. This construction ensures to add redundancy when it is needed and the two degenerated cases of this method are the OVO and the OVA methods: the first one occurs when all classes are considered too similar, and the second one when all classes are well separate. Now, among the drawbacks or instability sources of such approach, we can mention: the classifier used to derive the confusion matrix and the thresholds that decision if two classes are considered similar or different. Then, an alternative may be to use meta-knowledge on the data to build the multi-class classifier. For example, in our application, since the material “PLA” is well separated from all the others, we can use an OVA classifier to define this class. On the other hand, the “Paper” and “Cardboard” materials have a tendency to be confused, thus an expert could propose to separate them by combining a “2VR” (“Paper or Cardboard” versus the other classes) and a “OVO” (“Paper" vs “Cardboard”) classifiers.

Previous cited works mainly focused on the construction of the \(M\) matrix from modeling the interactions between the simple classifiers. However, very few works deal with the modeling of the simple classifiers themselves, whereas we can state that the base classifiers involve three kinds of imprecision:

- First, as they are learnt on a learning sample set, the precision of a score (as the output to a new sample to classify) depends on the number of samples achieving this score in the learning set;
- Second, playing \(A\) versus \(B\) subsets, a decision or a score in favor of \(A\) (for instance) should not preclude the probabilities of the hypotheses \(o_i\) in \(A\), not even their equiprobability;
- Third, when \(A \cup B \subset \Omega\), any singleton hypothesis in \(\Omega \setminus A \cup B\) is also possible.

Let us now present how these three kinds of imprecision can be modeled by the BFT.
2.2 Belief function model

Let us introduce some necessary notations. Let $C_j$ be a binary classifier that is represented by a column $j$ in the $\mathbf{M}$ matrix. Its output in response to an observation value $x$ is the score (case of SVM classifiers) $s_j(x)$. The basic belief assignment (bba) that is derived from $s_j(x)$ is simply denoted $m_j$ for the sake of brevity even if it obviously depends on $s_j(x)$ and calibration parameters specific to $C_j$. The bba $m_j$ is a function of the set of the subsets of $\{0,1\}$, i.e. $\{\emptyset,\{0\},\{1\},\{0,1\}\}$. Then, the multi-class discernment frame is $\Omega$ (already introduced) and we denote by $2^\Omega$ the set of its subsets that contains $2^n$ elements. A bba derived from output of $C_j$ and defined on $2^\Omega$ is noted $m_j^{\Omega}$.

Then, for any observation $x$, the evidential multi-class classification process involves three different steps: (i) the derivation of the bbas $m_j$, $j\in\{1,...,n\}$, corresponding to each output $s_j(x)$; (ii) the projection to $2^\Omega$ of each $m_j$, defined on $2^{\{0,1\}}$ with binary classes specific to classifier $C_j$, leading to $m_j^{\Omega}$, $j\in\{1,...,n\}$; (iii) the combination of the $m_j^{\Omega}$, $j\in\{1,...,n\}$.

Let us now briefly present these three steps.

The first step is called calibration. It follows the approach$^{10,11}$ and should be done for each trained classifier $C_j$. For this step, we use a set of samples for which both the observation $x$ and the actual class $y$ are known. Having $x$ as input, the SVM classifier $C_j$ provides a class and a score, in $(-\infty, +\infty)$, that depends on the distance between the sample and the frontier that the SVM created between the two classes: the higher the absolute value of the score, the wider the distance. Each SVM has its specific scale for these scores so that they should be calibrated in prevision of the combination step. Several methods exist to turn scores into probabilities (for example the logistic regression) or into bba$^{10}$. In the case of the evidential framework, for each score value $s_j$ the derived bba is defined from values $m_j(\{0\})$, $m_j(\{1\})$ and $m_j(\{0,1\})$. Roughly, $m_j(\{0\})$ and $m_j(\{1\})$ represent the uncertainty that the sample belongs to class $\{0\}$ or to class $\{1\}$ according to binary classifier $C_j$ (also involving the two binary class definition) and $m_j(\{0,1\})$ represents the imprecision on previous uncertainty values, imprecision that is strongly correlated to the number of test samples achieving the considered score value (typically, if some scores never appear in the calibration set then the mass on $\{0,1\}$ on these scores will be high). It is also possible to discount the bba by increasing all the more $m_j(\{0,1\})$ to take into account the classifier reliability.

The second step is different depending on whether the two subsets $A$ and $B$ considered by the binary classifier (see Section 2.1) form a partition of $\Omega$ ($A \cup B = \Omega$) or not ($A \cup B \subset \Omega$). Following work$^{11}$, in the first case, the hypotheses $A$ and $B$ are simply interpreted as compound classes: $m_j^{\Omega}(A) = m_j(\{0\})$, $m_j^{\Omega}(B) = m_j(\{1\})$ and $m_j^{\Omega}(\emptyset) = m_j(\{0,1\})$, whereas, in the second case, in addition to the previous interpretation, a deconditioning on $\Omega$, $A \cup B$ denoted $\overline{A \cup B}$, should be performed: $m_j^{\Omega}(A \cup \overline{A \cup B}) = m_j(\{0\})$, $m_j^{\Omega}(B \cup \overline{A \cup B}) = m_j(\{1\})$ and $m_j^{\Omega}(\emptyset) = m_j(\{0,1\})$. Note that this second step addresses the requirement of modeling and handling the second and third kinds of imprecision mentioned in Section 2.1 (whereas the answer to the first kind of imprecision was provided by the previous calibration step).

The third step deals with the combination of the simple classifiers $C_j$. However, thanks to the interpretation of their outputs in terms of bba on a same discernment frame $\Omega$, this step is achieved in a trivial way by combining the bbas $m_j^{\Omega}$ using a BFT combination rule: either the classic conjunctive rule (noted $\cap m$) or the cautious rule (noted $\Lambda m$) if one aims at taking into account some possible correlations between classifiers$^{17}$. Let then $m^{\Omega}$ denote the obtained bba after
combination: \( m^B_x = \bigcap_{j=1}^n m^B_j \) or \( m^A_x = \bigwedge_{j=1}^n m^A_j \). From \( m^B_x \), other belief functions can be derived that will be used for class decision: the pignistic probability\(^8\), the belief function and the plausibility function\(^8\). Classically, a decision by maximizing the belief on singleton hypotheses is interpreted as following a pessimistic criterion whereas maximizing the plausibility (on singleton hypothesis) as following an optimistic criterion and maximizing the pignistic probability is often seen as a compromise by equidistribution of the mass of the compound hypotheses on their singleton hypotheses. In this study, we have considered the optimistic rule.

Finally, let us introduce a performance measure taking into account the plausibility function in a soft way. Indeed, we aim at evaluating the confidence in a correct decision versus the confidence in a wrong decision. Then, for the set of the labeled test samples \( \{ x_i, y_i, \hat{y}_i \}_{i=1..N} \) where \( x_i \) is the observation, \( y_i \) the actual label and \( \hat{y}_i \) the estimated label, we define:

\[
A_{eval} = \frac{\langle P_{L_c} \rangle}{\langle P_{L_w} \rangle},
\]

with \( \langle P_{L_c} \rangle = \frac{\Sigma_{(y_i=y_j)} P_{L_c}(y_i)}{\Sigma_{(y_i=y_j)} 1} \) and \( \langle P_{L_w} \rangle = \frac{\Sigma_{(y_i=y_j)} P_{L_w}(y_i)}{\Sigma_{(y_i=y_j)} 1} \).

\( A_{eval} \) values are in \([0, +\infty)\). The closer to 1 \( \langle P_{L_c} \rangle \) is, and the closer to 0 \( \langle P_{L_w} \rangle \) is, the more reliable the multi-class classifier is. When \( A_{eval} \) is close to 1 then the correct and the wrong classifications have the same order of plausibility. When \( A_{eval} \) is lower than 1, the wrong classifications have a greater plausibility than the correct ones which means the plausibility is a bad indicator of the results confidence (and correctness). Conversely, when \( A_{eval} \) is greater than 1, then the plausibility is a good indicator of the reliability of the classification decision.

To conclude, let us underline the three main differences of the proposed approach with usual methods used to combine binary classifiers:

- The evidential calibration allows identifying “rare” scores for a given classifier and taking into account the fact that the samples that were not represented well in the training set present a lower confidence level.
- Thanks to the operator of deconditioning, we are able to handle the classifiers classically considered as “non-reliable” for some specific classes such as the classifiers OVO (e.g. classifier \( \{1\} \) vs \( \{2\} \) when considering class labeled 3). In classic decoding (such as loss-based one) a constant penalty is assigned. Using compound hypothesis in the framework of BFT, we are now able to interpret the results of this classifier.
- In the case where hypothesis \( A \) (or \( B \)) handled by a given simpler classifier represents a compound class, we do not longer have to assume that the included singleton classes are equiprobable but we are able, when the information provided by another simple classifier allows it and according to the transferable belief model\(^9\), to transfer completely our belief to the right subset of \( A \).

### 3. EXPERIMENTS

In this section we describe experiments performed on real waste hyperspectral data provided by Veolia laboratories. We had two objectives: evaluating different strategies to construct the ECOC matrix in the evidential framework and evaluating the interest of combining different data derived from initial hyperspectral data. Indeed, we noticed some complementarities in terms of classification performance between classifiers when considering different input data: either the first derivative of the hyperspectral spectra or the second derivative. Note that, in a similar way, Bai et al. have used\(^13\) different features as inputs of simple classifiers to get better and more independent classifiers.

#### 3.1 Experimental configuration

As with any classification method, the performance of a SVM classifier strongly depends on the features extracted from raw input data. Classical preprocessing on each pixel spectrum involves filtering and derivation at different orders. Specifically, the Savitsky-Golay filter is widely used\(^18,19\) for hyperspectral data analysis. This filter fits a low degree polynomial on data within a sliding window having fixed size. It allows us to smooth the data and to compute the derivatives from the fitted polynomials. Considering different derivative orders (typically 0, 1 and 2) appears all the more justified since, for classification, not the whole spectrum is considered but only some selected features, in order to reduce both the data complexity and the correlation between the bands. Indeed, keeping in mind the constraint of the processing time, dimensionality reduction has to be considered for the classifier input data. Usually, a principal component analysis (PCA) is performed\(^20,21\) on the filtered spectra or on the first derivative of hyperspectral spectra.

Specifically to our application case, preprocessing involves the computation of different derivative orders (1 and 2) of the spectrum by the Savitsky-Golay filter and then, for each of these derivatives, the computation of the PCA provides
the input data for the SVM classifiers. The number of selected components, that is set to represent 99% of the information, varies between 3 to about 20 whereas the whole spectrum dimensionality is about 275. In the following, the input data denoted D1 and D2 where subscript denotes the derivation order are thus the outputs of PCA applied to derivative orders 1 and 2.

3.2 Datasets

The sample sets used for these experiments have been collected in the Veolia laboratories using a starter-kit hyperspectral sensor (about 275 wavelengths) configured for lab experiments with halogen lamps and a 30 cm large linear stage, as well as specimen boards with small material samples: four boards called Paper, Plastic1, Plastic2a, Plastic2b. We are looking for 9 classes, namely 7 polymers classes (not listed here for paper shortness) and 2 fibrous classes (paper and cardboard). The hyperspectral images offered the possibility to identify manually the regions of interest from specimen boards to locate the different materials, and three different datasets were then automatically extracted. Each sample corresponds to a spectrum observed at a given pixel of a board.

- The ‘training dataset’ has 1000 samples per class and is used for SVM training. It allows for the estimation of each SVM classifier parameters, determined by 5 fold cross validation and grid search, using Gaussian kernels.
- The ‘calibration dataset’ has 200 samples per class and is used for bba calibration. The calibration set allows for determining the belief functions from the SVM scores via Xu’s evidential calibration.
- The last dataset has 1000 samples per class and is used for test and performance estimation. In addition to these samples from previous boards, the test dataset also include a board, called ‘Superposition’ and exclusively used for validation, that presents real objects stacked on top of each other to provide more realistic conditions.

3.3 Experimental results

The different ECOC building methods we have considered are the following: the classic OVO and OVA strategies, dense random codes, expert-knowledge and data-driven ECOC (CMSECOC). The CMSECOC were built using the 1vsALL confusion matrix with a percentage of the 10% closest classes to build the super-classes. Those methods have been applied to input data D1 and D2.

Figure 1 shows the difference between correct classification rates (CCR) versus the boards for the 15 tested strategies. The reference CCR are those obtained by the OVO often seen as an efficient strategy because of the number of involved simple classifiers, 36 in our case. According to Figure 1, we note that the ordering of the different classifiers according to performance may differ: for instance, for Plastic2a board, the OVO is indeed among the first (best) classifiers, whereas for Superposition board, the OVO is among the last (worst) classifiers. However, we can exhibit some ECOCs that perform correctly on all boards such as a random KVR one based on 10 simple classifiers and an expert knowledge-based one. We also note that best performance is not necessarily achieved by the strategies involving the highest numbers of simple classifiers.
Then, we perform fusion between bbas derived from evidential ECOC using either D1 or D2 data. Fusion has been tested either between the same ECOC used for D1 and D2, or between two ECOC respectively providing the best result for D1 and the best result for D2 (with respect to the test boards), and or between the ECOC respectively provided by the data-driven strategy for D1 and for D2. We underline that, since we use an associative rule to combine the bbas (both the conjunctive and the cautious rules are associative), we are able to combine partial results (such as those obtained considering a given input data, D1 or D2 in our case) regardless of combination ordering and number.

Figure 2 shows the CCR versus the proposed $A_{eval}$ criterion for the different evidential ECOC strategies only considering D1 or D2 or combining D1 and D2. Comparing D1 and D2 performance, we note that using D1 data allows us to achieve much better results. However, the combination of both data (D1 and D2) outperforms the only-D1 approach. Such an improvement provided by fusion generally implies two things: first, a complementarity of the errors of the two combined datasets (here outputs using either D1 or D2 data) and second, a pertinent modeling of the information provided by the two datasets involving in particular the modeling of the imprecision. Thus, we conclude that the proposed BFT model is pertinent. Not shown on the figure, we have also observed that the approach consisting in combining the best classifier strategies for each derivative order does not provide systematically the best results. This highlights the fact that performance is not the only criterion for choosing classifiers to combine: without an effective complementarity and pertinent modeling of the imprecision, there may be no real improvement brought by fusion process. Finally, from Figure 2, we note that the fusion process also improves the $A_{eval}$ criterion that implies that the belief values themselves (not only the argmax of them) could be interpreted for auto-evaluation of the classification result.
Figure 2: CCR versus $A_{\text{eval}}$ criterion; case of D1 data, D2 data and combination of D1 and D2 data.

Finally, Figure 3 shows an example of image results obtained considering D1, D2 and D1-D2 combination. Some pixels ill-classified both in D1 and D2 results are well-classified after combination of these pieces of information.

Figure 3: Example of fusion contribution. The correct classifications are in white, the wrong classifications in black. From left to right: picture of the test board Superposition, correct classification for D1 input, D2 input and the fusion of the results.

4. CONCLUSION AND PERSPECTIVES

In this study, we proposed to evaluate classic ECOC building strategies using the belief functions (BF). Indeed we have stressed several points where imprecision appears intrinsically within the ECOC formulation and we know that BF framework allows modeling such imprecision or partial ignorance in addition to modeling uncertainty. Then, we proposed a multi-class classification process involving three main steps: evidential calibration of the binary classifier, projection of the obtained bbas from the binary classifier discernment frame to the multi-class one, and combinations of the obtained bbas. Our classification process also allowed us to combine in a transparent way (in particular associatively) the results obtained considering different datasets. Considering hyperspectral data, SVM classifiers have been advocated by numerous authors so that we focus on these classifiers, even if our approach apply with any binary classifiers that provide a score (Adaboost etc.). First results on waste sorting application show the efficiency of our approach and the interest of combining different features (derivatives from the hyperspectral filtered data in our case). They also show a dependency of the performance on the criteria considered (CCR, number of classifiers for processing time, reliability).

Therefore future work aims at asserting a method to choose the ECOC strategy without testing and training all the possible classifiers and which would take into account the uncertainty. We saw that the CMSECOC approach was interesting, adding redundancy where it is most needed, but the construction of the superclass requires some threshold determination. Besides, such an approach is strongly related to the initial multi-class classifier and does not take into account the individual performance of the simple classifiers used in final multi-class classifier. Then, we will investigate
a possibility to define ECOC approaches that are both data and performance-driven, with the notion of performance not only taking into account the actual CCR but also the auto-evaluation of each simple classifier.
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