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NANOMAGNETISM

Nanoscale imaging and control of
domain-wall hopping with a
nitrogen-vacancy center microscope
J.-P. Tetienne,1,2 T. Hingant,1,2 J.-V. Kim,3 L. Herrera Diez,3 J.-P. Adam,3 K. Garcia,3

J.-F. Roch,1 S. Rohart,4 A. Thiaville,4 D. Ravelosona,3 V. Jacques1,2*

The control of domain walls in magnetic wires underpins an emerging class of
spintronic devices. Propagation of these walls in imperfect media requires defects that
pin them to be characterized on the nanoscale. Using a magnetic microscope based
on a single nitrogen-vacancy (NV) center in diamond, we report domain-wall imaging
on a 1-nanometer-thick ferromagnetic nanowire and directly observe Barkhausen
jumps between two pinning sites spaced 50 nanometers apart.We further demonstrate in
situ laser control of these jumps, which allows us to drag the domain wall along
the wire and map the pinning landscape. Our work demonstrates the potential of
NV microscopy to study magnetic nano-objects in complex media, whereas controlling
domain walls with laser light may find an application in spintronic devices.

M
agnetic domain walls (DWs) represent
nanoscale objects that form the corner-
stone of a number of emerging spin-
tronic applications, such as the racetrack
memory (1), the magnetic random ac-

cess memory (2), or the magnetic memristor
(3). In such schemes, precise control of the
positioning and motion of a single DW or a
sequence of DWs along a track is paramount
for their operation (4). However, in materials
important for technology, such as ultrathin
films with perpendicular magnetic anisotropy
(5), defects can result in considerable pinning
that impedes wall propagation. This pinning
effect has two important consequences. First, it
introduces a stochastic component into the

wall dynamics, whereby thermally driven pro-
cesses involving hopping over energy bar-
riers, or Barkhausen jumps, become important.
Second, these processes can involve deforma-
tions in the DW profile itself, resulting in more
complex two-dimensional (2D) dynamics such
as creep in the low-velocity regime (6, 7). It is
therefore an important challenge to quantify
these aspects experimentally for realistic sample
geometries.
The capacity to directly image DWs in nano-

structures would provide valuable insight into
how the structure of a DW deforms as it navi-
gates through a complex energy landscape shaped
by a random network of material defects. How-
ever, experimental techniques that allow this
for practical spintronic devices with the requi-
site nanoscale spatial resolution are scarce.
Techniques based on x-ray (8) or electron (9)
microscopy, for example, suffer from a lack of
signal because of the small interaction volumes
in nanometer-thick films, whereas magnetic
force microscopy is usually not suitable because
DWs in ultrathin films are highly sensitive to
magnetic perturbations. Other techniques, such

as spin-polarized scanning tunneling micros-
copy (10) and spin-polarized low-energy elec-
tron microscopy (11), can provide sufficient
resolution to image wall structures but are lim-
ited to model systems.
Over the past few years, scanning nitrogen-

vacancy (NV) center microscopy has emerged as
a powerful magnetic imaging technique that
provides quantitative measurements of the stray
magnetic field emanating from a micromagnetic
structure (12–16). This method is highly sensitive
(17), produces no detectablemagnetic backaction
on the sample, and allows for a spatial resolution
ultimately limited by the atomic size of the probe.
This technique recently enabled stray-field imag-
ing of a single electron spin (18) and of the vortex
core in amagnetic microdot (19, 20). Here, we use
scanning NV center microscopy to image, study,
and control DWs in perpendicularly magnetized
ultrathin wires.
The scanning NV center microscope em-

ploys the electronic spin of a single NV defect
hosted in a diamond nanocrystal, which is at-
tached to the tip of an atomic force micro-
scope (21) and used as a magnetic field sensor
(Fig. 1A). The magnetic field is evaluated within
an atomic-size detection volume by encoding
Zeeman shifts of the electron spin sublevels
onto the spin-dependent photoluminescence
(PL) intensity of the NV defect (16). To this end,
a laser beam at the wavelength l = 532 nm is
tightly focused onto the NV defect with a high–
numerical aperture microscope objective, where-
as a radiofrequency source allows for manipula-
tion of its electron spin state. The spin-dependent
red PL intensity of the NV defect is collected by
the same objective and forms the magnetometer
signal, which gives information about the pro-
jection |BNV| of the local magnetic field along
the NV center’s quantization axis uNV (Fig. 1A)
(19, 22).
We studied a 1.5-mm-wide Ta/CoFeB(1 nm)/

MgO wire that exhibits perpendicular magnetic
anisotropy (Fig. 1B). After preparingwell-isolated
DWs by applying short magnetic field pulses (22),
the stray magnetic field was measured while op-
erating the scanning NV center microscope in the
“dual iso-B” imaging mode, which provides two
different iso–magnetic field (iso-B) contours (19, 21).
Figure 1C shows a typical magnetic field map
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above the wire, with iso-B contours corre-
sponding to BNV = T0.7 and T1.5 mT. The field
exhibits local maxima above the edges of the
wire, but also along a line across the wire: this is
the signature of a single DW. In such perpen-
dicularly magnetized samples, the stray field is
generated near regions of abrupt magnetiza-
tion changes—that is, above the edges or DWs
(22). By fitting the data to micromagnetic cal-
culations (Fig. 1D), the spatial position profile
yDW = f(x) of the DW can be extracted with a
standard error ≈30 nm in the y direction (22).
Here, the DW is found to be nearly straight, with
a 3° tilt with respect to the x axis (black line in
Fig. 1B).
For an ideal magnetic sample, the DW should

be straight and perpendicular to the wire axis to
minimize the DW energy. However, the presence
of structural or fabrication defects locally modi-
fies the energy landscape, creating pinning sites
for the DW. To occupy a local energy minimum,
the DW is distorted. While repeating magnetic
field measurements above the magnetic wire, we
observed discrete jumps of the DW between two
pinning sites, labeled 1 and 2 in Fig. 2A. The
position profiles of the DW in each pinning site
(Fig. 2B) reveal a spatial separation ranging from
50 T 30 nm (near the right-hand edge of thewire)
to 200 T 30 nm (left-hand edge). The hopping of
the DW between the two pinning sites, driven by
thermal fluctuations, is known as the Barkhausen
effect (23–25). Movie S1 further illustrates the
observation of this effect in our experiment,
performed in zero external magnetic field and
at room temperature.
To analyze the dynamics of the hopping process,

we monitored the magnetometer signal over time
at a fixed position on the wire, above site 2 (Fig.
2A, close-up views). The resulting traces exhibit
well-defined jumps between two magnetometer
signal levels, reflecting DW hopping over an

Fig. 1. Imaging a DW in a 1-nm-thick magnetic wire. (A) Schematic of the
experimental setup. Magnetic field measurements are performed by a single
NV defect placed at the apex of an atomic force microscope tip. The
quantization axis uNV of the NV defect used in this work is characterized by
spherical angles q = 122° and f = 45°. RF, radiofrequency. (B) AFM image of
the magnetic sample, a 1.5-mm-wide Ta/CoFeB(1 nm)/MgO wire. The red
symbols indicate the magnetization direction. (C) Dual iso-B image recorded

above the magnetic wire, revealing a single DW. Positive magnetometer signal
(bright) indicates BNV = T0.7 mT, whereas negative magnetometer signal
(dark) indicates BNV = T1.5 mT. a. u., arbitrary units. (D) Data fitting with
micromagnetic calculations (22).The resulting DW profile is shown in (B) as a
black line overlaid on the AFM image. In these experiments, the probe-sample
distance is ≈110 nm, with the magnetic layer buried 7 nm below the sample
surface. The acquisition time is 50 ms per pixel.

Fig. 2. Observation of Barkhausen jumps. (A) Dual iso-B images recorded consecutively, showing the
DW in two different pinning sites, labeled 1 and 2. (B) DW position profile in each site (black lines)
extracted from data fitting with micromagnetic calculations and overlaid on the AFM image. (C)
Magnetometer signal traces showing DW hopping between the two pinning sites for three values of the
laser power. Each data point is obtained by reducing the scanning window to the black squares shown in
(A) and integrating the magnetometer signal over the dashed rectangles [see close-up views in (A)].The
acquisition time per point is 3 s.
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energy barrier (Fig. 2C). Notably, the switching
rates dramatically depend on the laser power PL

used to optically excite the NV defect. The lifetime
of site 2 becomes substantially longer when PL

increases; at sufficiently high laser power, there
are no more switching events back to site 1. The
laser spot—with a diffraction-limitedGaussian pro-
filewithwaist ≈330 nm—is focused onto the NV
center probe (i.e., mostly above site 2 in these
experiments), which suggests a pinning action of

the laser. Though the DW has no preferential
site at low power, it is efficiently trapped into
site 2 at high laser power, illustrating how laser
light can be used to control DW hopping in an
ultrathin magnetic wire. To get more insight
into this process, the switching rates Gi→ j from
site i to site j were measured as a function of PL

following the preparation-readout procedure
described in (22). These measurements were
performedwith the tip (i.e., the laser spot) placed

above either site 1 or site 2 (Fig. 3, A and B). A
similar behavior is observed in both cases: The
switching rate toward the illuminated site in-
creases with increasing PL. This clearly demon-
strates that the laser tends to pin the DW in the
nearest available site.
This effect can be explained by laser-induced

local heating, which leads to a reduction in the
DW energy through the decrease in saturation
magnetization and anisotropy with increasing

Fig. 3. Laser control of DW hopping. Switching rates G2→ 1

(red symbols) and G1→ 2 (blue symbols) as a function of the
laser power PL, measured with the tip placed above site 2
(A) or site 1 (B). Solid lines correspond to the theoretical
model discussed in the main text. Error bars indicate SD.
(C) Schematic energy diagram, consistent with the theo-
retical model (22): The laser locally reduces the DW energy
by causing local heating, thereby stabilizing the DW in the
illuminated site.

Fig. 4. Mapping the pinning sites in an ultrathin magnetic wire. (A) Laser-induced DW dragging: At high laser power (PL = 1250 mW), the DW hops
from site to site as the tip is scanned along the wire, as directly seen on the dual iso-B image recorded during the scan. (B) Iso-B images obtained at low
laser power (PL = 250 mW) after preparing the DW in different pinning sites through laser-induced DW dragging. The images show the six pinning sites
found in the 2-mm-long wire portion that we investigated. Scale bars for all panels in (B), 500 nm. (C) Reconstructed DW position profiles of the six
pinning sites (black lines) overlaid on the AFM image.
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temperature (26, 27), as depicted in Fig. 3C. To
verify this hypothesis, we developed a model of
the thermally activated hopping by applying
Kramer’s transition rate theory to 1D stochastic
DW dynamics (22). The two pinning sites are
modeled as pointlike defects with an increase
in the DW energy for the transition from site
1 to site 2 because of a 14-nm elongation in the
wall length, as observed experimentally (Fig. 2B).
The spatial profile of the laser-induced heating
is assumed to mirror the Gaussian profile of
the laser beam. The DW energy then acquires
an additional spatial dependence as a result of
this local heating, with an energy minimum at
the laser spot center, which leads to an additional
force that drives the DW toward this minimum.
With the use of the micromagnetic parameters de-
termined for our system from other experiments
(28) and including the temperature dependence
of the saturationmagnetization, we find that this
leads to an exponential increase in the hopping
rate toward the pinning site under laser focus
and confirms the intuitive picture shown in
Fig. 3C. Furthermore, quantitative agreement is
foundwith the experiment (solid lines in Fig. 3,
A and B) if one assumes (i) pinning fields of 1.1 mT
at site 1 and 1.8 mT at site 2, in good agreement
with field-induced DW propagation measure-
ments (29), and (ii) a temperature increase of
~6 K per milliwatt of applied power in the ferro-
magneticwire at the position of the laser spot. This
is in reasonable agreement with the ≈20-K/mW
temperature increase measured with the same
NV center employed as a nanoscale thermometer
(22, 30).
To explore the pinning in the wire, we then

used laser-controlled hopping of the DW. By
scanning the sample with a high laser power
(PL > 1 mW), the DW is forced to hop toward
the pinning site nearest to the tip, thereby
jumping from site to site following the scan
direction. Such a laser-induced DW dragging is
directly observed on the magnetic field image
(Fig. 4A). The DW can be efficiently prepared
in a given pinning site by simply turning the
laser off as soon as the DW is detected in the
desired site. Following this laser-assisted prep-
aration, the DW can be subsequently imaged
with no major perturbation by using a low laser
power (PL = 250 mW). We used this dragging-
imaging procedure to clearly identify six differ-
ent pinning sites over the 2-mm-longwire portion
that we investigated (Fig. 4B). From the magnetic
images, we inferred the DW position profiles in
each site, which are overlaid on the atomic force
microscopy (AFM) image in Fig. 4C. The mean
spacing between consecutive stable pinning sites
is ≈300 nm. This is consistent with structural
studies performed on such Ta/CoFeB/MgO films
with x-ray diffraction (29), indicating a very low
density of structural defects (interface roughness,
grain boundaries, crystalline texture) with respect
to other materials with perpendicular anisotropy
such as Co/Pt, Co/Pd, or Co/Ni.
Our technique allows for the determination

of the density of pinning sites in magnetic nano-
wires and for the evaluation of individual pinning

strengths in the event of a local gradient in ther-
mal energy, two important aspects of magnetic
recording applications involving magnetic DW
motion and thermally assisted magnetization
switching. This work also highlights the poten-
tial for NV center microscopy to manipulate
micromagnetic structures at the nanoscale.
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NANOPHOTONICS

Controlling graphene plasmons
with resonant metal antennas and
spatial conductivity patterns
P. Alonso-González,1 A. Y. Nikitin,1,2 F. Golmar,1,3 A. Centeno,4 A. Pesquera,4

S. Vélez,1 J. Chen,1 G. Navickaite,5 F. Koppens,5 A. Zurutuza,4

F. Casanova,1,2 L. E. Hueso,1,2 R. Hillenbrand2,6*

Graphene plasmons promise unique possibilities for controlling light in nanoscale
devices and for merging optics with electronics. We developed a versatile platform
technology based on resonant optical antennas and conductivity patterns for launching
and control of propagating graphene plasmons, an essential step for the development
of graphene plasmonic circuits. We launched and focused infrared graphene plasmons
with geometrically tailored antennas and observed how they refracted when passing
through a two-dimensional conductivity pattern, here a prism-shaped bilayer. To that
end, we directly mapped the graphene plasmon wavefronts by means of an imaging
method that will be useful in testing future design concepts for nanoscale graphene
plasmonic circuits and devices.

S
urface plasmon polaritons—coupled ex-
citations of photons and mobile charge
carriers—in metals and doped semicon-
ductors offer intriguing opportunities to
control light in nanoscale devices (1–7).

Plasmons provide both a strong local field en-
hancement and confinement, accompanied by
an appreciable reduction of the wavelength rel-
ative to free-space radiation. However, plasmons
in metals exhibit relatively strong losses and
cannot be controlled by electrical fields. Con-

sequently, novel plasmonic materials are being
sought (8). Among them, doped graphene is ad-
vantageous because of its two-dimensional nature
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